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Keyword Extraction
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Extracting keywords in a document.

Keyword is a representative phrase of the 
document.

Unsupervised Method > Supervised Method

Input Text (from SemEval2017):
Video-oculography (VOG) is one of eye movement 
measurement methods. A key problem of VOG is to 
accurately estimate the pupil center. Then a pupil 
location method based on morphology and ...

Keyword Extraction Model

Keywords:
● sinusoid track test
● Video-Oculography
● wifi-based VOG system

https://arxiv.org/abs/1704.02853
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Term-weighting Scheme
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Keyword extraction is a ranking task.

Pipeline:
1. Candidate terms
2. Importance score for each term

⇒ Term-weighting Scheme
3. Top-N terms in terms of the score

Statistical vs Graph-based
- Statistics: Term Frequency, TF-IDF
- Graph-based

- TextRank
- TopicRank
- PositionRank

…

…

text

GRAPHSTATISTICAL

score 1: 
0.8

Prediction

Tokenization
and

PoS tagging

score 2: 
0.5

score n: 
0.1

Candidate
1

Candidate
2

Candidate
n

Sort by score & get top-m

https://aclanthology.org/W04-3252.pdf
https://hal.archives-ouvertes.fr/hal-00917969/document
https://aclanthology.org/P17-1102.pdf
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Issues & Our Contribution
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No unified evaluation in terms of each term-weighting scheme.

Few studies comparing statistical models (only TF-IDF).
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Issues & Our Contribution
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No unified evaluation in terms of each term-weighting scheme.

Few studies comparing statistical models (only TF-IDF).

Contributions

1. Unified evaluation of 11 models (7 graph-based and 4 statistical model) over 15 
public datasets in English. 

2. Propose new model class based on lexical specificity (LexSpec, LexRank).
3. Propose a simple extension of TextRank with TFIDF (TFIDFRank).
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Lexical Specificity
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What’s lexical specificity? 

● Hypergeometric distribution based probabilistic model of words from a text given a 
corpus (Lafon, 1980).

● The probability of a word t randomly appears k times in a text of size n from a corpus 
of size N containing the word t exactly K times.

Faster than TF-IDF to compute (Camacho-Collados et al. 2016).

Proposed Algorithms

- LexSpec: Lexical specificity as the importance score.
- LexRank: TextRank extension with lexical specificity as the bias term.

https://www.persee.fr/doc/mots_0243-6450_1980_num_1_1_1008
https://www.sciencedirect.com/science/article/pii/S0004370216300820


EXPERIMENTS
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Experimental Setup
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Datasets: 15 datasets diverse in domain/type.

- English.
- Number of keywords is not fixed.

Metric:

- Precision@5
- Mean Reciprocal Rank (MRR)

Models:

- 7 graph-based models
- 4 statistical models
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Result (Precision@5)
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LexRank & TFIDFRank achieve the best 
average metric!
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Result (MRR)
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LexRank & TFIDFRank achieve the best average metric.

LexSpec is also competitive.
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Wilcoxon Rank Test
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Consider 117,447 documents from all datasets individually.

Wilcoxon rank test results in following groups:

- TFIDFRank
- LexRank, LexSpec
- SingleRank, TFIDF
- PositionRank, TopicRank
- TextRank
- FirstN
- SingleTPR
- TF

Findings:

- TFIDFRank is the best among the groups.
- LexSpec slightly but consistently outperforms TFIDF.
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Conclusion
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● Proposed new algorithms (TFIDFRank, LexSpec, and LexRank) and show their 
efficacy in the experiments.

● Conducted a comprehensive keyword extraction experiments over 15 datasets with 
11 models.

● Conducted statistical analyses over the experimental result and provided insights 
into the performance of each model.
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Release of kex Library
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We release python package kex (install via 
pip install kex), a keyword extraction 
library including all the models explained 
in our paper.

Please check our project page 
https://github.com/asahi417/kex !!

https://github.com/asahi417/kex
https://github.com/asahi417/kex


🌳Thank you!🌳


