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Language Model Understanding
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Model Analysis
- Hewitt 2019, Tenney 2019 → The embeddings capture linguistics knowledge.
- Clark 2020 → The attention reflects dependency.

Factual Knowledge
- Petroni 2019 → LM can be used as a commonsense KB.

Generalization Capacity
- Warstadt 2020 → LMs need large data to achieve linguistic generalization.
- Min 2020 → LMs’ poor performance on adversarial data can be improved by DA. 
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Can LMs identify 
analogies?
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Sample from SAT analogy dataset.



Why Analogies?

BERT is to NLP what AlexNet is to CV: Can Pre-Trained Language Models Identify Analogies?
Asahi Ushio, Luis Espinosa-Anke, Steven Schockaert,  and Jose Camacho-Collados

5

Sample from SAT analogy dataset.

King

Queen

Woman

Man

Analogy in word embedding
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Sample from SAT analogy dataset.

Question Answering

Relation Classification

Passage Retrieval



Solving Analogies with LMs
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hq : tq
(1) h1 : t1

(2) h2 : t2

(3) h3 : t3

Prompting (1) x1

(2) x2

(3) x3

(1) 0.2
(2) 0.1
(3) 0.7

LM scoring

Analogy Test Sentence Score

Model prediction

Eg) word:language
(1) paint:portrait → word is to language as paint is to portrait  → Compute perplexity 
(2) note:music       → word is to language as note is to music      → Compute perplexity 

Prompt types



Scoring Functions
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- Perplexity (PPL)

- Approximated point-wise mutual information (PMI)

- Marginal likelihood biased perplexity (mPPL)



Datasets
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Result
(zeroshot)
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RoBERTa is the best 
in U2 & U4  but 

otherwise FastText 
owns it 🤔



Result
(tune on val)
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BERT still worse 🧐 
but

RoBERTa & GPT2 
achieve the best 🤗
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Results
(SAT full)



Conclusion
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● Some LMs can solve analogies in a true zero-shot setting to some extent.
● Language models are better than word embeddings at understanding 

abstract relations, but have ample room for improvement.
● Language models are very sensitive to hyperparameter tuning in this task, 

and careful tuning leads to competitive results.



🌳Thank you!🌳



Story
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LM is very good at all downstream tasks
→ Recent studies have further confirmed the linguistic semantics encoded in LM in a 
various way.
→ Also factual knowledge probing shows the capacity of LM 
→ what about relational knowledge? Like w2v?
→ we did research on it! The result? 
→ Very bad
→ With validation set, some LMs outperforms baseline
→ CONCLUSION
● Some language model represents relation knowledge
● With carefully tuned method, some LM can achieve very high accuracy (SoTa)

→ Future work: prompt mining, supervision



Language Model Pretraining
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BERT (Devlin, 2018)

T5 (Raffel, 2020)
GPT  (Radford,  2018)
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https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1910.10683
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf


Permutation Invariance
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1. a : b :: c : d
2. a : c :: b : d
3. b : a :: d : c
4. b : d :: a : c
5. c : d :: a : b
6. c : a :: d : b
7. d : c :: b : a
8. d : b :: c : a

Permutations of  (a:b) and (c:d)

Positive Negative
1. a : b :: d : c
2. a : c :: d : b
3. a : d :: b : c
4. a : d :: c : b
5. b : a :: c : d
6. b : c :: a : d
7. b : c :: d : a
8. b : d :: c : a

  9. c : a :: b : d
10. c : b :: a : d
11. c : b :: d : a
12. c : d :: b : a
13. d : a :: b : c
14. d : a :: c : b
15. d : b :: a : c
16. d : c :: a : b

*Analogical Proportion Score

eg)
“word is to language as note is to music” = “language is to word as music is to note”
“word is to language as note is to music” ≠ “language is to word as note is to music”

Analogy Between Concepts (Barbot, et al.,  2019)

https://pdf.sciencedirectassets.com/271585/1-s2.0-S0004370219X00077/1-s2.0-S0004370218301863/main.pdf?X-Amz-Security-Token=IQoJb3JpZ2luX2VjENz%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJIMEYCIQDgLCPeE%2FxQtDXrbns8h15mRd8cZ65d32JzyQFG9jBukgIhALzuq4Om90C0Bn%2BDjh%2FhMx2L4gadoKSlmbjRcUhSQZMZKoMECIT%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEQBBoMMDU5MDAzNTQ2ODY1Igw1NhYH6fIPWAenzb0q1wPVbMkD3cCNIpfKyxOntbmtXVowiqyWQAzRINnI7vbl8%2FWUEGeCfhiQsKz5fupAaLWCT86%2F3qNY9tnYapyRINT7BJOZvRRLQrumTKwcQ1IA2Hmxi5d%2B0tiswB%2B%2FW9Pmncbbt7BBHfI%2BDe%2Fq%2FSZQXvFg5Tm10Ph4dST8hBqq1vSHhjIW5q2JvmYhOwPCHsMjR3dpo4wEpeS0wrBZnXyw%2BtVXQUkle5Z8%2ByAA7u3CPt2Cl9ztupQ361GmUYhHMBa7cWDYd0AWaP8DmvBic3w5LBHIIf1le4iqW2S3TU6gVJUhzsPrSzBWk7%2FehQmKb4vr%2FLXyDT9UNIyCzVKvvjG0MIAPgR8ygpXaXuB2HjgrY5VsIe11nv7a0pDFna75DxxGBIj%2FjxEYuPCsiZaJtrlZp%2FT3t3ytJG6GH1cb0D0SqOJE2OqM2KtNqxNiZuA2SFYdPpW64b3bsjkycfZhzfeIBZ0hl2vU7T72bf73ffABo0%2Fcn%2FfmQUhO3TgyqQNEqj%2Bwp7yORYrr3zth%2FsyLtV4bawXnKAVVzLsr0vc6m37L0fjkmGMZjRr2O3%2BLsWqjuc106IWSjE2bBEivXceOM1LS1h6iWIHHuDuObDyvhX%2BJ32jga5a4DO%2F%2FYjEwzIXMhQY6pAFmg%2Bsbw0%2BvQoBVdZN0hRK6bSZe1afJ3GyLO%2FLuypoelTxt6xVXh6LMswQxsLz%2BE2Uq0vMtA2TGacSeeKbOTNuQt0b4hA8tiJCLYEiP2EZB63McSOdMz9VwCLQgTccup62rSmAhV2XSHcLBOGOm6ty1kCeWKQPiEHrXxwHhiWiOdeK%2B50rVhaHHfB9kbeJ8edr0G%2FP34IrxI32UDvlnVdbcwc2Frw%3D%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20210530T042048Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAQ3PHCVTYSGERDDS5%2F20210530%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=d52bc2c6e23457b643ece2f8dc57198a8692933916789cca9ee315f5b1f898b4&hash=b3cfb8d65b97cb7a06e0c5cea505fc83548cf04a1be65076a40cadd2c88b72c8&host=68042c943591013ac2b2430a89b270f6af2c76d8dfd086a07176afe7c76c2c61&pii=S0004370218301863&tid=spdf-15877eda-3bc7-4fbc-8a85-794c778aa2f9&sid=fd53ec034454a34bee6a0a09100be049a090gxrqa&type=client


Difficulty Level Breakdown (U2 & U4)
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UNIT 4 UNIT 2


