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Language Model Pretraining

● Large scale language model is now a huge trend
● Many architectures (seq2seq, uni/bi-directional, 

non-autoregressive, external knowledge, etc)
● Growing data/model size

What actually language model knows?



Agenda

An overview of recent study in “relational knowledge 
understanding in pretrained language models”

- Petroni, et al. "Language models as knowledge bases?" 2019
- Jiang, et al. "How can we know what language models know?" 

2019
- Bouraoui, et al. "Inducing relational knowledge from BERT." 

2019

https://arxiv.org/pdf/1909.01066.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


What LM knows?

Petroni, et al. "Language models as knowledge bases?"

LM knows the fact
“Dante was born in Florence”

https://arxiv.org/pdf/1909.01066.pdf


It’s a knowledge graph!

Petroni, et al. "Language models as knowledge bases?"

LM knows the fact
“Dante was born in Florence”

KG includes the fact
“(Dante, born-in, Florence)”

https://arxiv.org/pdf/1909.01066.pdf


Dataset

Petroni, et al. "Language models as knowledge bases?"

● Dataset requirements:
○ Each entry has (prompt, answer)

■ eg) (Dante was born in, Florence)
○ Answer should be single token

○ Query should represent relational knowledge given a head and a 

relation in a KG

■ eg) Dante was born in = (Dante, born-in)

https://arxiv.org/pdf/1909.01066.pdf


Whole pipeline

Petroni, et al. "Language models as knowledge bases?"

KG

Prompting

( head, relation, tail ) ( query, tail )

LM (BERT, etc)

Dataset generation

Model evaluation

eg) (Dante, born-in, Florence)

eg) Dante was born-in

https://arxiv.org/pdf/1909.01066.pdf


Results

Petroni, et al. "Language models as knowledge bases?"

BERT Large

https://arxiv.org/pdf/1909.01066.pdf


Effect of prompt type

What’s the best prompt? 🤔

KG

Prompting

( head, relation, tail ) ( query, tail )

Dataset generation

eg) (Dante, born-in, Florence)

● Dante was born-in Florence.
● Florence is where Dante was born
● Dante was born-in Florence, Italy.
● etc

Jiang, et al. "How can we know what language models know?"

http://phontron.com/paper/jiang19lpaqa.pdf


Prompt ensembling/selection

● Prompting methods
○ Manual

○ Mined: Frequency in a large corpus

○ Paraphrased: Back-translation

● Ensembling prompt
○ Optimization over training set

● Data:
○ Test: T-Rex

○ Training: Wikidata

Jiang, et al. "How can we know what language models know?"

http://phontron.com/paper/jiang19lpaqa.pdf


Improve manual prompt

Jiang, et al. "How can we know what language models know?"

Ensembling Averaging

http://phontron.com/paper/jiang19lpaqa.pdf


Mined prompts

Jiang, et al. "How can we know what language models know?"

http://phontron.com/paper/jiang19lpaqa.pdf


Paraphrased prompts

Jiang, et al. "How can we know what language models know?"

http://phontron.com/paper/jiang19lpaqa.pdf


Ensembling weight

Jiang, et al. "How can we know what language models know?"

http://phontron.com/paper/jiang19lpaqa.pdf


Issue with link prediction

● Spurious correlation among subject and object
○ Birds cannot [MASK] → fly,  Kassner and Schütze, 2020

○ The capital of Macintosh is [MASK] → apple,  Bouraoui, et al. 2019

● Heuristics on surface form
○ BERT is very good at IR, Petroni, et al. 2020 

https://epub.ub.uni-muenchen.de/72195/1/1911.03343.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
https://arxiv.org/pdf/2005.04611.pdf


Relation classification

Bouraoui, et al. "Inducing relational knowledge from BERT."

KG

Prompting

( head, relation, tail ) ( sentence, relation )

Dataset generation

Model training

LM + Linear

Model evaluation

LM + Linear

eg) (Dante, born-in, Florence) eg) (Dante was born-in Florence, born-in)

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Template search and prompt

Bouraoui, et al. "Inducing relational knowledge from BERT."

1) Extract sentences over all (head, tail)
⇒ relation template candidates

2) BERT-based filtering
⇒ find template to the relation

Wikipedia

KG (training set)

( relation, template )

Prompting
sent rel A: False
sent rel B: False
sent rel C: True

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Classification result

Bouraoui, et al. "Inducing relational knowledge from BERT."

word embedding

language model

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Result breakdown: Google

Bouraoui, et al. "Inducing relational knowledge from BERT."

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Result breakdown: DiffVec

Bouraoui, et al. "Inducing relational knowledge from BERT."

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Result breakdown: BATS

Bouraoui, et al. "Inducing relational knowledge from BERT."

https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Recap

Link prediction: finetuning-free, but other factors

- Petroni, et al. "Language models as knowledge bases?" 2019
- Jiang, et al. "How can we know what language models know?" 

2019

Relation classification: relation evaluation, but finetuning

- Bouraoui, et al. "Inducing relational knowledge from BERT." 
2019

https://arxiv.org/pdf/1909.01066.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
http://phontron.com/paper/jiang19lpaqa.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf
https://orca-mwe.cf.ac.uk/127433/1/AAAI_2020___BERT.pdf


Limitation/Open issue

● Object with multiple tokens
● Better template
● More dataset
● Effect on other tasks
● etc...



Thanks for listening 🎉



Related Topic

1. KB augmented LM
○ Latent Relation LMs, KnowBERT, COMET

2. LM training with KB
○ RAG, REALM

3. LM inference with KB
○ kNN-LM, BERT-kNN, IR+BERT

4. KB completion
○ Commonsense KB completion, LMs are open KG

LM

KB

LM KB

Learnable

LM KB

Learnable

LM KB

Learnable

https://arxiv.org/pdf/1908.07690.pdf
https://arxiv.org/pdf/1909.04164.pdf
https://arxiv.org/pdf/1906.05317.pdf
https://arxiv.org/pdf/2005.11401.pdf
https://arxiv.org/pdf/2002.08909.pdf
https://openreview.net/pdf?id=HklBjCEKvH
https://arxiv.org/pdf/2005.00766.pdf
https://arxiv.org/pdf/2005.04611.pdf
https://arxiv.org/pdf/1909.00505.pdf
https://arxiv.org/pdf/2010.11967.pdf


Comment given to the talk

● We need to differentiate LM as a language generator and 
fact retriever

● BPE subword handling
● More complex reasoning 

https://arxiv.org/pdf/2004.02596.pdf

